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 A Theoretical Framework for Data-Driven Decision Making 

 

Introduction 

In the wake of the No Child Left Behind legislation (NCLB, 2001), data-driven 

decision making has become a central focus of education policy and practice.  Schools 

seek to meet the Adequate Yearly Progress (AYP) requirements of NCLB face 

tremendous pressure to monitor carefully student performance on the high-stakes 

assessments that determine their success or failure.  The complexity of disaggregating, 

analyzing, and reporting these testing data has increasingly led administrators to embrace 

commercial and home-grown data-driven decision making tools and support systems to 

help track and  drive improvement in student performance.  Recent work (Stringfield, 

Wayman, & Yakimowski-Srebnick, 2005; Wayman, Stringfield, & Yakimowski, 2004) 

notes the rapid proliferation of these tools, and purchasing data further indicates a 17% 

rate of growth in this market between 2003 and 2004 (Hayes, 2004). One consequence of 

the increased use of these tools is a growing gap between the use of test data to satisfy 

administrative demands and the use of test data in concert with other data sources to aid 

instructional decision making. While these tools have the potential to support the 

classroom-level instructional decisions of teachers, these tools tend to privilege an 

approach to data analysis that allows for the examination and reporting of system-wide or 

school-wide test trends and patterns, but only reveal limited information about individual 

students and the multiple factors that influence student performance.  As a result, they 

meet the needs of school administrators much more readily than they do those of 

classroom teachers.   

Recent research conducted at the Education Development Center’s Center for 

Children and Technology (EDC/CCT) has found that school administrators use high-

stakes test data to understand general patterns of performance, identifying class-, grade-, 

and school-wide strengths and weaknesses so that they can allocate resources and plan 

professional development and other kinds of targeted intervention activities (e.g., after 

school remediation, summer school attendance, etc.).  Teachers, in contrast, are wary of 

using any single data source, such as high stakes test data, to make decisions about their 

students’ strengths and weaknesses.  Their preference is to engage multiple sources of 

data – homework assignments, in-class tests, classroom performances, as well as 

impressionistic, anecdotal, and experiential information – to inform their thinking about 

student learning (Brunner, Fasca, Heinze, Honey, Light, Mandinach, & Wexler, 2005; 

Honey, Brunner, Light, Kim, McDermott, Heinze, Breiter, & Mandinach, 2002; Light, 

Wexler, & Heinze, 2004).  While this approach to data yields a richer profile of 

individual student performance, it also has a downside. Our research and that of others 

(Confrey & Makar, 2002, 2005; Hammerman, & Rubin, 2002, 2003) suggests that 

teachers are more inclined to examine factors that contribute to individual patterns of 

behavior and to think on a case-by-case basis, rather to look for patterns in data at 

different levels of aggregation, such as classroom-wide patterns.  As a result, teachers’ 

decision making strategies often lack systematicity, from student-to-student, class-to-

class, and year-to-year, are unintentionally tinged with personal bias, and ignore key 

statistical concepts like distribution, variation, and reliability.  

This paper builds on a project sponsored by the National Science Foundation to 

explore and create an evaluative framework for data-driven decision making (Mandinach, 
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Honey, Light, Heinze, & Nudell, 2005; Mandinach, Honey, Light, Heinze, & Rivas, 

2005).  An outgrowth of this work and work of other EDC/CCT projects as well as the 

that of others at this conference, including the project advisory board, has led us to the 

development of an emerging conceptual framework for data-driven decision making.  

One of the goals in this project is to use the data we have collected in six sites across the 

country to develop, refine, and validate our conceptual model.  This work is ongoing and 

evolving.  We will present our current model, couched in the context of data-driven 

decision making in classrooms, schools, and districts.  There is no question that state and 

federal mandates also influence decision making, as well as many other variables.  The 

larger objective of this project is to capture the dynamic, interactive nature and the 

complexities of how schools make decisions, across all levels of the districts, across 

various stakeholders, given the many influences and the contextual surrounds, using 

systems thinking as an analytical perspective (Mandinach, 2005; Mandinach & Cline, 

1994).  For the purposes of this paper, the conceptual model, however, focuses solely on 

the classroom, school, and district levels of decision making, recognizing how the 

affordances of technology-based tools can facilitate, support, and enable decisions across 

stakeholders. 

The Need for Effective Data-Driven Practices 

Research on Systemic Reform and Data Systems 

One consequence of the standards and accountability movement is that  

district and school administrators are being asked to think very differently about 

educational decision making, and are being asked to use data to inform everything from 

resource allocation to instructional practice.  O’Day (2002) notes the complexity of the 

mechanisms by which accountability is used in school improvement.  Researchers at the 

UCLA Center for Research on Evaluation, Standards, and Student Testing (CRESST) 

note that "data-based decision making and use of data for continuous improvement are 

the operating concepts of the day.  School leaders are expected to chart the effectiveness 

of their strategies and use complex and often conflicting state, district, and local 

assessments to monitor and assure progress.  These new expectations, that schools 

monitor their efforts to enable all students to achieve, assume that school leaders and 

teachers are ready and able to use data to understand where students are academically and 

why, and to establish improvement plans that are targeted, responsive, and flexible" 

(Mitchell, Lee, & Herman, 2000, p. 22).  As CRESST researchers note, "Despite both the 

mandates and the rhetoric, schools are woefully underprepared to engage in such inquiry.  

The practice of applying large-scale data to classroom practice is virtually nonexistent" 

(Herman & Gribbons, 2001, p. 1).  

The literature on systemic efforts to improve schools has been focused on the role 

of data in developing, guiding, and sustaining organizational change that leads to 

improvements in student learning (Massell, 1998).  Initial interest was on data for 

accountability (Fullan & Stiegelbauer, 1991; Schmoker, 1996), but the debate around 

measurement driven instruction in the 1980’s was an early attempt to use assessment data 

to improve instructional decision making (Popham, Cruse, Rankin, Sandifer, & Williams, 

1985; Shepard, 1991). As is often the case, however, human desires far out paced actual 

capabilities.  For assessment data to be useful for instructional planning they need to be 

current, accurate, and in the hands of knowledgeable decision makers at the appropriate 
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levels.   Yet school systems rarely have had the capacity to process and disseminate data 

in an efficient and timely manner (Ackley, 2001; Thorn, 2002).  Further, advances in 

school networking infrastructures and online data warehousing have made it feasible to 

create systems that use assessment data to support decision making, by providing timely 

information and presentation and analysis tools to educators across multiple levels of the 

system.   

Recently, the education community has again become interested in data-driven 

instructional decision making, largely because growing numbers of school systems and 

states have the capacity to process and disseminate data in an efficient and timely manner 

(Ackley, 2001, Thorn, 2002). This trend has been further accelerated by the requirements 

of NCLB to use data to improve school performance (Hamilton, Stecher, & Klein, 2002).  

The research on data systems and tools to support instructional decisions is a 

young and emerging field. There is a small and growing body of literature on the use of 

such data systems, tools, and warehouses to support decision making processes in 

schools.  Stringfield and colleagues (2005) provide one of the first attempts to describe, 

classify, and evaluate these emerging tools, while Hamilton, and colleagues (2002) offer 

a brief review of the literature on using test-based accountability data for decision 

making.  As of yet, there is little evaluation across cases of these data tools in application.  

There are a number of initiatives being implemented across the country for which 

research is in various stages of development.  These projects include the Quality School 

Portfolio (QSP) developed at CRESST (Mitchell & Lee, 1998), IBM’s Reinventing 

Education initiative in Broward County Florida (Spielvogel, Brunner, Pasnik, Keane, 

Friedman, Jeffers, John, & Hermos, 2001), the Texas Education Agency and the South 

Carolina Department of Education (Spielvogel & Pasnik, 1999).  There is ongoing work 

being conducted on data-driven tools in New York, (Brunner, et al., 2005; Honey, 2001; 

Honey, et al., 2002), Minneapolis (Heistad & Spicuzza, 2003), Boston (Murnane, 

Sharkey, & Boudett, 2005; Sharkey & Murnane, 2003),  Milwaukee (Mason, 2001, 2002; 

Thorn, 2002; Webb, 2002), and other locations (Chen, Heritage, & Lee, 2005; Lachat & 

Smith, 2005; Streifer & Schumann, 2005; Wayman, 2005).  

Stringfield and colleagues (2005) provide one of the first comprehensive reviews 

of the tools available, identifying some of the technical and usability issues districts face 

when selecting a data application to support instructional planning. Technical challenges 

include data storage, data entry, analysis, and presentation.  Other challenges include the 

quality and interpretation of data, and the relationship between data and instructional 

practices (Cromey, 2000). Work done on the QSP in Milwaukee indicates that educators 

are hesitant to base decisions that affect students on data they do not necessarily believe 

are reliable and accurate (Choppin, 2002).  The standardized test data provided in many 

of these data systems were often not originally intended for diagnostic purposes 

(Popham, 1999; Schmoker, 2000).  Educators’ knowledge and training in the use of data 

is also a confounding factor. While teachers and administrators need not be experts in 

psychometrics, they must have some level of assessment literacy (Webb, 2002).  

However, most educators are not trained in testing and measurement and assessment 

literacy is therefore a major concern (Popham, 1999).  

While debate about the merits of using state mandated testing data for diagnostic 

purposes continues, responding to accountability requirements remains a daily challenge 

that schools and districts must address now (Pellegrino, Chudowsky, & Glaser, 2001; 
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Stiggins, 2002). Although high-stakes accountability mandates are not new, the NCLB 

legislation places public schools under intensified external scrutiny that has real 

consequences (Fullan, 2000).  Not only are failing schools identified, but parents are 

given the option of removing their children from such schools or using school resources 

to hire tutors and other forms of educational support.  District and school administrators 

are struggling to respond to these heightened expectations, which by design call for 

different thinking about the potential of accountability data to inform improvements in 

teaching and learning.  It is clear that NCLB is requiring schools to give new weight to 

accountability information and to develop intervention strategies that can target the 

children most in need.  The growing interest in data-driven decision making tools is no 

doubt a direct response to these mounting pressures (Stringfield et al., 2005).   

 

Research in the Service of Practice 
The development and implementation of data-driven decision making tools is 

only one of the necessary steps toward effective use.  Several barriers to the effective use 

of data by educators have been identified (Lim, 2003) including access issues, technical 

expertise, and training (Choppin, 2002; Cromey, 2000; Mason, 2002; Wayman, 2005).  

The lack of training for teachers in how to use data to improve student performance has 

posed a long-term problem (Schafer & Lissitz, 1987; Wise, Lukin, & Roos, 1991).  It is 

rare to find schools in which teachers routinely engage in thinking critically about the 

relationship between instructional practices and student outcomes (Confrey & Makar, 

2005; Hammerman & Rubin, 2002; Kearns & Harvey, 2000).  Further, we know very 

little about the cognitive strategies teachers employ to transform data into useable 

information and practice (Cizek, 2001; Herman & Gribbons, 2001).  And, as noted at the 

outset of this paper, the kinds of data-driven decision making tools that are proliferating 

in schools do not provide the kind of detailed data on individual students that could help 

teachers gather systematic evidence about the effectiveness of particular instructional 

strategies.    

Helping all schools and students achieve, regardless of ethnic and socioeconomic 

background, requires that we identify and develop processes and practices that support 

teachers’ deep and sustained examination of data in ways that are aligned to local 

instructional goals. Based on the experience of others (Confrey & Makar, 2005; 

Hammerman & Rubin, 2002, 2003), teachers need to develop fluency in a number of 

areas in order to make effective use of data.  Teachers do not examine data systematically 

nor do they make sense of data in terms of long-term trajectories (Confrey & Makar, 

2005).  They either neglect or fail to understand the concepts of distribution, sampling 

variation, and statistical difference.  Confrey and Makar (2002) find that novice teachers 

need to know what to look at as they tend to focus on data from individual students, mean 

scores, and passing rates, while ignoring distributions. The ability to examine a 

distribution as an aggregate, taking shape of the entire distribution rather than focusing on 

individual students is a critical skill.  But while looking at an aggregate measure such as a 

mean is more representative of the entire distribution, it runs the risk of ignoring that 

some students doing poorly are balanced by others doing well, given that the mean is not 

an indication of variability.  Confrey, Makar, and Kazak (2004) found reporting only 

means and percent passing of high-stakes tests can lead to stereotyping of disaggregated 

subgroups.  Thus, there is a need to understand the concepts of variation and distribution.  
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When people look at data from a number of different groups all together, they can miss 

differences among the groups.  Understanding what constitutes a significant difference 

among groups and how to interpret interactions are also critical skills.  It is important to 

define the groups and then examine the distributions of the groups separately to discern 

potential differences.  Understanding that there is normal variability in every process is 

yet another core skill.  Small changes from one time to the next, such as those that occur 

when retaking the same test, can indicate nothing or something significant.  The key is 

deciding when to pay attention to the differences. 

There is no question that data-driven decision making is a complex undertaking, 

even for the trained educator who understands statistical concepts.  As Secada (2001) 

notes, data should be used to inform educators’ decisions, not to replace them, and this 

process requires time and effort.  Educators must have specific uses in mind when 

examining data, and the decisions they make must be both strategic and timely.  

Fundamentally, this line of reasoning goes back to the basic definition of validity 

(Cronbach, 1976; Messick, 1989) which states that validity resides more in test score 

interpretation than test construction.  The hallmark of statistical fluency is understanding 

how data should be used, the interpretations that can be made from those data, and how 

such interpretations can be used to guide different types of decisions.  For school 

personnel, a central component in this process is asking good questions about the data, 

analyzing the data accurately, and then applying the results appropriately (Mason, 2001).  

The use of data in meaningful ways assumes at least some level of facility with 

and knowledge about assessment information.  While teachers and administrators need 

not be experts in psychometrics, they must have some knowledge of general testing 

concepts.  Further, with the proliferation of accountability requirements from the local, 

state, and federal levels, there is a need for teachers and administrators to be conversant 

with and make use of the plethora of student assessment data.  Fullan (2000) argues that 

teachers must become assessment literate, and that focusing on student work through 

assessment is a trait of a good school.  According to Fullan and Stiegelbauer (1991), 

assessment literacy is key step to improve student learning.  Further, the appropriate 

individuals must be armed with the appropriate data.  Even if districts have meaningful 

formative assessments, placing the data in coherent formats is still a major challenge 

(Ackley, 2001).  Thus, the potential power in data-driven tools becomes all the more 

important for supporting users to collect, analyze, and interrogate data in more effective 

ways. 

 

Conceptual Framework 

The conceptual framework for data-driven decision making is depicted in Figure 

1.  This framework is founded on the notion of what it means for an educator to be data-

driven.  We make the assumption here that individuals, regardless of where they are 

within a school system, have questions, issues, or problems for which data must be 

collected, analyzed, and examined in order to make informed decisions.  This need 

crosses levels of the organization from the classroom to the school, and to the central 

administration.  As mentioned above, it is important to note that this model presented 

here depicts decisions made within school districts, focusing on the classroom, building, 

and district levels.  No doubt many variables at the state and local levels can and will 

impact local decisions, but our intention here is to examine local decisions.  The broader 
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range of decisions will be explored through our forthcoming systems-based evaluative 

framework. 

Figure 1.  Framework for Data-Driven Decision Making. 

 
The conceptual model we present here has evolved over time and has been 

informed by the work of colleagues and others.  In an initial effort to create a conceptual 

framework model for data-driven decision making, colleagues at CCT (Light, et al., 

2004) have examined organization and management theory in the use of data.  In 

developing a conceptual framework for the use and transformation of data, they drew 

upon the work of Ackoff (1989), Drucker (1989), and a former CCT visiting scholar 

(Breiter, 2003).  According to Ackoff (1989), data, information, and knowledge form a 

continuum in which data, are transformed to information, and ultimately to knowledge 

that can be applied to make decisions.  As Light and colleagues (2004) note: 

 “Data exist in a raw state. They do not have meaning in and of itself, and 

therefore, can exist in any form, usable or not. Whether or not data become 

information depends on the understanding of the person looking at the data.   

 Information is data that is given meaning when connected to a context.  It is data 

used to comprehend and organize our environment, unveiling an understanding of 

relations between data and context. Alone, however, it does not carry any 

implications for future action.  

 Knowledge is the collection of information deemed useful, and eventually used to 

guide action. Knowledge is created through a sequential process.  In relation to 

test information, the teacher’s ability to see connections between students’ scores 

on different item-skills analysis and classroom instruction, and then act on them, 

represents knowledge.” (p. 3) 
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The continuum provides a logical progression from taking raw data and transforming 

them into usable knowledge. 

 

Components of the Framework 

The data to knowledge continuum provides the foundation for the conceptual 

framework.  It is grounded within the context of the classroom, the school, and the 

district, all of which will use different data in different ways to make decisions.  The role 

of the technology-based tools is to enable, support, and facilitate decision making by 

various stakeholders in different parts of the model. 

Data-Driven Decision Making Skills 

As can be seen in Figure 1, the data to knowledge continuum is defined by the 

inclusion of six cognitive skills or actions that we have identified as crucial to the 

decision making process.  Two skills are seen to align with each of the points along the 

continuum.  At the data level, the two relevant skills are “collect” and “organize”.  The 

skills at the information level are “analyze” and “summarize”.  At the knowledge level, 

“synthesize” and “prioritize” are the skills seen as relevant. 

A stakeholder, whether a teacher in a classroom, a principal, or a district 

administrator, is faced with an issue, a question, or a problem for which the collection of 

data should be helpful.  The stakeholder must decide what data to collect; that is, 

decisions must be made about what will inform the issue.  The individual then may 

decide to collect new data or interrogate existing sources of data.  For a classroom 

teacher, this might mean giving students an assignment or activity to highlight a 

particular learning problem.  For a central administrator, it may mean drilling down into 

the district data warehouse or surveying parents to answer a particular question.  Once the 

data have been collected, it is necessary to organize the data in some systematic way so 

that sense can be made of the data.  It is difficult, if not impossible, to extract meaning 

from raw data that have not been pulled together in some sensible manner.  This 

organizational scheme enables the stakeholder then to convert the raw data into 

information in which meaning can be imposed. 

The stakeholder then takes the organizational scheme created from the raw data 

and analyzes those data for informational purposes.  A teacher may analyze results from a 

classroom exercise.  A principal may examine results across classes in a particular grade 

from a standardized test.  A district administrator may analyze trends in performance for 

various cohorts of students to determine the likelihood of attaining AYP.  The scope of 

the analyses may be broad or constrained, depending on the type of inquiry and the role 

of the decision maker.  Regardless of the depth and breadth, there needs to be some sort 

of summarization of all the accumulated information.  Educators are bombarded with 

information from all directions and from many sources.  It is therefore vital to have 

concise and targeted summaries of information that then can be transformed into usable 

knowledge, the final stage along the continuum. 

To turn information into knowledge, the stakeholder must synthesize the available 

information.  The final step is to prioritize the knowledge.  Setting priorities often 

requires imparting a value judgment on the accumulated information and knowledge.  It 

necessitates a determination of the relative importance of the information and possible 

actionable solutions.  A teacher may determine that it is more important first to remediate 

a student’s literacy deficit before attempting to address other less pressing learning 
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issues.  A principal may determine that it is more important to focus on one curriculum as 

opposed to another, based on teacher response and student performance.  The 

superintendent may decide that the most potential for solving the minority achievement 

gap is to allocate resources disproportionately to the most needy schools.  Prioritization 

allows decision makers to determine what is the most important, most pressing, the most 

prudent, or the most rational solution to a particular educational problem. 

The outcome of this six-step process, moving from data to information to 

knowledge is a decision.  The decision is then implemented, or in some instances may fail 

to be implemented for other external reasons, such as a lack of resources.  The 

implementation results in some sort of outcome or impact.  Depending upon the impact, 

the decision maker may decide that he or she needs to return to one of the six cognitive 

steps, thereby creating a feedback loop.  The stakeholder may need to collect more data, 

may need to reanalyze the information, or resynthesize the knowledge.  Because of the 

feedback loops, data-driven decision making is seen as an iterative process with data 

leading to a decision, implementation of that decision, determination of the impact, and 

perhaps the need to work through some or all of the six processes again.   

Levels of the School System 

The type of decisions and the form of data collected may differ depending on the 

level at which the decision is being made and by the particular stakeholder.  How the data 

are aligned across the levels of the district will influence the utility.  For example, the 

model of use for accountability will determine how the data factor into the decision 

making process.  That is, the data may be used for facilitation, for progress monitoring, or 

even for punitive purposes.  It is likely that there will be different stakeholders at 

different levels.  It is also likely that there will be different feedback loops (i.e., the 

iterations within the decision making processes) for different stakeholders and at different 

levels of the school hierarchy.  The feedback loops will depend on the implementation 

model and context of the data-driven decision making.  Data that teachers need will differ 

from what a building or central administrator may need.  The questions asked will differ.  

Although many questions and the utility of the data may be embedded within a particular 

level of the school district, there will likely be interactions across the levels.  Building 

level decisions will impact the classroom level just as classroom level decisions will 

impact the building level.  District level decisions will impact the building level and 

indirectly or indirectly affect what happens in the classroom.   

For example, the district administration may decide to introduce a new quarterly 

assessment for all grades to determine how students are doing in math or in reading, as 

was instituted on one of our project’s districts.  This is an example of a top-down 

decision.  Issues that may have impacted the decision might include the resources 

necessary to carry out such an assessment program, the potential information to be 

gained, personnel issues around who will develop the assessments and who will score 

them, and the like.  The building personnel then have to carry out the decision.  A 

principal or school curriculum person has to allocate time in the schedule for the 

administration and scoring of the assessments and determine how the resulting data will 

be used at the school level to inform instructional and perhaps other decisions.  The 

classroom teachers have to implement the assessments and collect the data once the test 

results are scored.  It is then up to them to use those data to help remediate particular 

learning deficits for particular students.  In this example, the closer to the data a 
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stakeholder is, the more instructional validity the decisions will have due to the proximity 

to the data and the ability to transform the data into information and then actionable 

knowledge. 

In examining cross-level decision making, it is likely that there will be more top-

down decisions than bottom-up decisions.  That is, there probably will be fewer decisions 

made by classroom teachers that will directly influence a decision made at the district 

level.  There will, however, be many within-level decisions.  No doubt the cultural 

surround and context that translate into rationales, needs, and purposes, will determine 

who uses the data, how they are used, and the sorts of interactions across levels of the 

stakeholders,  

The Role of the Technology-Based Tools 

We envision that technology tools can be used to support, enable, and facilitate 

data-driven decision making. The added value for the use of technology in data-driven 

decision making is becoming increasingly clear.  It is our contention that such tools can 

be enabling devices for good practice.  They have the potential to support data mining 

that is not possible without technology. But as with many innovations, there is always the 

“depends” clause when it comes to answering the question about “does technology work” 

or “what is the impact of the technology”. 

One issue that staff on the NSF evaluation framework project have debated as we 

have examined our data over the past two years has been whether data and the tools are 

separable.  Some have argued that the data are embedded within the tools are inextricably 

linked, and therefore they must be treated together.  Others have argued that although the 

tools influence the data available or that the data influence the tools selected for use, they 

should be treated as independent entities.  We posit that there are complex interactions at 

play here, recognizing that we function in a multivariate world.  Just as there are data by 

information by needs by value interactions, there also are person by data by tool by 

context interactions.  These interactions relate to the context and values of a school 

district where decisions are made about the importance of particular kinds of data and the 

types of technology-based tools that will enable the interrogation of those data.   

The affordances of the technology should facilitate the use of the tool and align 

with the type of data, the contextual surrounds, and the goals for data and tool use.  There 

are characteristics, functions, and capacities of a tool that will facilitate or impede its use.  

For example, if a tool is too labor intensive, it is likely that individuals will not readily 

use the application.  This project and prior work at EDC/CCT (Light, et al., 2004) have 

highlighted several functionalities that impact how a tool will be used:  (a) accessibility; 

(b) length of the feedback loop; (c) comprehensibility; (d) flexibility; (e) alignment; and 

(f) links to instruction. 

In terms of these characteristics, accessibility refers to how easy the tools is to 

access and use.  For example, one data warehouse we have examined has a difficult user 

interface.  Regardless of the amount of training, practitioners, particularly at the school 

level, are impeded by the challenges imposed by the interface.  Rather than use the 

application themselves, individuals have to ask a data person to interrogate the data.  

Length of the feedback loop refers to the duration between when the data are collected to 

when the end user receives them in a form that is meaningful.  An example here is the 

difference between two other tools we have studied.  Diagnostic handheld devices enable 

teachers to collect and analyze early childhood literacy or mathematics assessment data 
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and immediately transform those data into actionable knowledge (see Hupert & Heinze, 

this volume).  These handhelds bridge the abyss between assessment and instruction that 

all too often occurs (Mandinach & Snow, 1999).  In contrast, when a standardized test is 

administered in the spring and the data are delivered in a reporting system to teachers in 

the autumn, with the intent of using these data to form instructional strategies for 

particular students, the delay in the feedback loop is substantial and will minimize the 

utility of the data (Brunner, et al., 2005; Light, et al., 2004; Mandianch, et al., 2005).  

Thus, the tighter the feedback loop provided by the application and the more recent the 

data, the more informative the data are likely to be. 

Comprehensibility refers to how the tool presents data to the user to facilitate 

understanding and interpretability.  Often a variety of presentation modes improves 

comprehensibility, such as the inclusion of graphics, tables, and the ability to aggregate 

the data in different ways.  The handhelds again are a good example of providing 

multiple modes of interpretation.  Once data are downloaded to a website, teachers or 

administrators can view the data in a variety of ways, some graphic, some tabular, and 

with different levels of aggregation (i.e., the individual student or classroom level 

results).  Similarly, flexibility refers to how a tool allows the user to manipulate the data.  

In terms of both comprehensibility and flexibility, take for example the two data 

warehouses the project has examined (Mandinach, et al., 2005).  In one instance, the data 

entered into the warehouse are at an individual student level and there is no provision for 

the end user to aggregate the data at the classroom, grade, or school levels.  If the end 

user wants such aggregation, a request must be made to the district’s research and 

assessment department who will then make a special data run.
2
  In contrast, the other 

warehouse has the flexibility to aggregate data at multiple levels, enabling the end users 

to explore the data themselves.  The greater the flexibility, the more comprehensible the 

data become for the even the most novice user. 

Alignment refers to how well the tool enables the alignment of the data to the 

objectives of the stakeholders, making the data useful, meaningful, and of high quality.  

Scope and accuracy are important factors here.  The data must have the depth and breadth 

to be useful, all the while being vetted as accurate.  Both of the data warehouses 

examined in this project contain the data deemed essential to the districts’ goals.  Not 

only do these warehouses contain standardized achievement test scores that determine the 

districts’ AYP status, but also many more data sources that reflect local objectives.  The 

final tool characteristic focuses on links to instruction.  The data need to be linked to 

practice, such as those from the handhelds that can directly inform instruction.  Some of 

the data from the warehouses may be linked to instruction, such as the quarterly writing 

and mathematics assessments; whereas other data may be much farther removed from 

instruction, including some standardized achievement tests that may not be fully aligned 

to standards and instruction. 

Given these capacities and functions of tools, a key issue is whether the 

application enables effective interrogation of the data that match the specified objectives 

of the end users.  This project examined three types of applications that varied markedly 

across the dimensions of functionality – the handhelds, a paper-and-pencil and online 

                                                
2
 Based on feedback from our research, the district has begun development to remediate 

this problem to allow for easier aggregation of data across units of analysis. 
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reporting system for standardized achievement test results, and the homegrown data 

warehouses.  Other applications are available now or are being developed. What becomes 

clear is that the selection of a tool is a complex decision based on many factors.  The 

characteristics of the tools will impact how the data are being examined, the types of 

questions that can be asked, and by whom. The tool also determines the type of data that 

can be examined and how the data are organized.  Conversely, the type of data 

determines the sort of tool that will support those data.  The needs, values, and objectives 

of the users and the district play a major role in the selection process.  Some tools provide 

access to only student data that are aligned with standards and instruction, while other 

applications are broader in scope and move well beyond student information management 

systems (see Wayman, et al., 2004 for a comprehensive review of the possibilities).   

Districts need a vision and plan of how data-driven decision making will be 

implemented and sustained, for what purposes and goals, and by whom.  The selection of 

appropriate tools must align with those objectives.  No single tool may be sufficient to 

meet all the goals.  Take for example one of our project sites.  We selected this district 

because they were using the test data reporting system.  We soon learned that they also 

were using the handhelds and developing their own data warehouse.  They were using a 

triangulation strategy, using different tools to meet different information needs.  One of 

our data warehouse sites is considering the adoption of the handhelds to provide 

immediate diagnostic information.  For some districts a single tool will suffice.  These 

decisions must be based on the needs and the resources of each site. 

 

Observations from the Sites:  School Issues 
We will summarize briefly some of the findings that relate to school issues and 

impact the framework.  These include such factors as accountability and assessment, 
professional development and training, leadership, and data use.   

Accountability pressures by and large are one of the most important factors 
influencing the use of data and the tools.  In the United States, there is increasing pressure 
at the local, state, and federal levels for schools to achieve performance mandates, as 
assessed by high-stakes tests.  The more tests, the more pressures that are felt by the 
practitioners, and therefore the need to use data to make informed decisions about 
instructional practice that my lead to improving achievement, especially given the 
punitive consequences associated with failure.  Because of this increase in testing, 
schools are faced with an explosion of data.  The data need to be mined in different ways, 
and in particular, must be disaggregated.  Simply put, there is so much data that educators 
are forced to use technological applications to deal with the wealth of data.  As many 
educators say, they are data rich, but information poor.  By this they mean that there is far 
too much information with which they must deal, but those data are not easily 
translatable into information and actionable knowledge.  One goal of using the tools is to 
facilitate the mining of data from multiple perspectives that ultimately will provide the 
user with information from which they can make decisions. 

A byproduct of the increase in testing is what happens in the classroom in terms 
of time allocation.  As more testing occurs, teachers are forced to devote less time to 
instruction.  Teachers report that they must teach to the tests, and in doing so many 
important topics get omitted.  Teachers feel that they are not teaching as much as they are 
doing test preparation.  Teachers also feel that their typical classroom practices are being 
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changed by these pressures.  Teachers know their students and tend to use multiple 
assessment strategies, quantitative and qualitative, summative and formative, to measure 
student progress.  These strategies translate into a wealth of classroom data that needs to 
be collected and analyzed.  Thus the applications play a critical role in helping educators 
to manage and examine the plethora of data. 

Many teachers feel frustrated by the accountability pressures.  Many see the use 
of data to make informed decisions a necessary survival strategy.  Thus the applications 
by which data can be mined are key tools.  Other teachers, however, are taking a more 
fatalistic approach.  They feel that the pressures are just another passing fad and will fade 
in time, using a strategy to continue practice as usual.  While yet another group of 
teachers are luddites who feel threatened by technology and balk at mining the data, 
entrusting that task to someone else in their school. 

Some teachers’ reluctance to use data and the tools is grounded in a lack of 
training or a mistrust of data.  Two kinds of training are salient here.  First, there is a need 
for training on the use and understanding of data.  Second, there is the need for 
appropriate and timely training on the tools. Teachers rarely receive preservice or 
inservice training.  There are relatively few courses offered in teacher training institutions 
on data, and only recently have such inservice workshops begun to emerge.  While 
teachers need to understand data, they also need to know how to use the technology that 
makes data mining possible.  Again, only recently have professional development 
opportunities become available.   

Leadership is the last major of the major school issues.  Leadership makes a 
difference in terms of the message administrators communicate to their staff.  In our 
experience, building leadership appears to be more important in facilitating or impeding 
the use of data and the tools.  Although superintendents set the tone for a district’s 
philosophy, principles have more direct contact with the faculty and therefore more 
influence on what they do.  A principal who is data-driven or technically savvy can exert 
substantial influence on the faculty, communicating the importance and thereby 
stimulating use.  In contrast, principals who are luddites communicate that technology 
and data are not important.  They may not be impediments but they certainly do not urge 
their teachers to make use of the data and technology. 

 

Next Steps 

One of the goals in this project is to attempt to validate the conceptual framework 

from the data we have collected in the six districts.  The project was designed so that we 

have a set of three initial sites where the districts have been implementing one of the 

three applications, and a secondary set of sites in which we can validate the applications’ 

use.  We are analyzing data from these sites to see if the processes conform to the 

conceptual framework.  Already within the course of the past year and a half, the 

framework has evolved substantially from the initial framework posited by Light and 

colleagues (2004).  Although the data continuum and skills remain somewhat unchanged, 

the framework presented here acknowledges the impact of the tool, the outcomes of the 

decision making process, the importance of feedback loops, and the differences among 

the levels of end users within a district.   

Our ultimate goal for this project is to use this conceptual model as the foundation 

for the developing evaluation framework based on systems thinking promised to NSF 
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(Mandinach, 2005; Mandinach & Cline, 1994:  Senge, Cambron-McCabe, Lucas, Smith, 

Dutton, & Kleiner, 2000).  It will attempt to depict the dynamic nature of data-driven 

decision making and the complex patterns of interactions among contextual variables, 

including the impact of the technology-based tools.  Fundamental to the systems 

perspective is that multiple factors influence phenomena through complex interactions 

and feedback loops.  Furthermore, understanding context is essential.  Thus, the systems-

based evaluative framework recognizes and must capture the dynamic and multivariate 

nature of phenomena and the hierarchical contextual surround that influences school 

districts as complex systems 

The evaluation framework will extend the conceptual model beyond the level of 

the school district to include the state and federal levels, acknowledging the need to 

examine the interconnections within and across levels.  More importantly, the evaluation 

framework will attempt to model the many contextual variables that influence how 

stakeholders at various levels make decisions.  The framework will capture the cultural 

surround and map the inputs that affect data-driven decision making.  The systems 

approach will enable us to examine how data-driven decision making occurs in 

educational settings by identifying and understanding the interconnections among 

components that impact schools as complex and evolving systems. 
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