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Designing a Rigorous Study:  Balancing the Practicalities and the Methodology
Given the requirements of the No Child Left Behind (NCLB) legislation, educational researchers must seek a balance between methodological rigor and practical relevance in the service of research in the public interest.  Standards for research have been described by Shavelson and Towne (2003) and the What Works Clearinghouse (2004).  A hierarchy of valued research methods  has been specified in various venues, including speeches (Whitehurst, 2006), documents (Brass, Nunez-Neto, & Williams, 2006), and U.S. Department of Education RFP’s.  Specifically, these sources put forth that randomized controlled trials trump all other methodologies, followed by quasi-experiments, cohort studies, matched comparisons, multiple time-series, case studies, and finally opinions. 
The U.S. Department of Education’s Institute for Education Sciences (IES) has made it clear that educational research must try to adhere to a medical model of research, using randomized field trials to discern the impact of interventions (Whitehurst, 2003a, 2003b). At the same time, Whitehurst (2003a) also wants to see educational research respond to and meet the needs of educational practitioners. The intent of using randomized field trials is to provide the soundest possible methodology so that results will provide practitioners with answers to questions about what works in classroom settings.  These two important goals might be difficult to meet at the same time, with the acknowledged difficulty of conducting experiments within school settings, while delivering results that are readily useable and generalizable.  There is no question that all educational researchers should strive for methodological rigor, while delivering research that can be readily applied in real classroom settings.

This paper presents a discussion of some of the challenges and opportunities facing researchers when conducting randomized controlled field trials in school settings.  The paper begins with a description of the current context for educational research, noting how researchers must strike a balance between rigor and relevance.  It then describes one randomized field trial, set in New York City’s Administration for Children’s Services (ACS) childcare centers.  Based on the project’s experiences in implementing and testing an early childhood mathematics intervention, the paper addresses the need to maintain the integrity of the rigorous research design, while dealing with a plethora of challenges that can pose a threat to the design’s integrity.  It also describes the opportunities provided to researchers and practitioners.  The paper concludes with a discussion of lessons learned that might generalize to other research project attempting similar studies.  Implications for research and practice are described.

The Current Context of Research:  Seeking a Balance Between Rigor and Relevance

There is a clear push toward increasing rigor in education and educational research in the United States (Shavelson & Towne, 2002; Whitehurst, 2003b) and making that research more relevant to practitioners (Whitehurst, 2003a).  The need for alignment of research to practice is not new.  Kennedy (1997) notes four reasons that research has failed to influence practice: insufficient persuasiveness (i.e., lack of quality), lack of relevance to practice, inaccessibility, and the nature of educational systems being too intractable to change.  According to Kennedy (1997):

Viewing research as a part of a larger systems that contains multiple, competing, and often ill-defined goals, the connection between research and practice is not one in which research influences practice, as many researchers might hope, nor one in which practice influences research, as many might hope, but rather one in which both research and practice are influenced by and are perhaps even victims of, the same shifting social and political context. (pp. 9-10)
The lesson to be learned here is that while research must be methodologically sound, it also must be situated within context, given the highly complex nature of educational systems.   A second lesson to be learned is that education is comprised of complex systems comprised of dynamic and interrelated components (Mandinach & Cline, 1994; Senge, Cambron-McCabe, Lucas, Smith, Dutton, & Kleiner, 2000).  As Cronbach, Ambron, Dornbusch, Hess, Hornik, Phillips, Walker, and Weiner (1980) aptly note, in most educational settings there are multiple causal factors that interact in complex ways to affect outcomes.  It is naïve to think that researchers can easily examine educational phenomena in a controlled laboratory environment, while isolating the impact of individual variables, ruling out all possible confounding factors, and maintaining experimental control and randomization.  

Yet, experimental design is currently held as the gold standard toward which all research should strive.  Randomized controlled trials or randomized field trials are seen as the optimal design because of their ability, through randomization and the control of extraneous facts, to provide the most rigorous test that produces valid estimates of an intervention’s impact.  An experiment is the most rigorous design methodologically and the most scientifically sound.  It is, however, also difficult to design and implement properly, especially in challenging and dynamic environment of schools and classrooms.  Cook (2002) recommends randomized controlled trials that:  involve small, focused interventions; require limited teacher professional development; are short-term; do not change typical school patterns; require limited or no contextualization; and use students as the unit of assignment, not classrooms or schools.  As with all methodologies, there are both challenges and opportunities when implementing an experimental design in an environment as complex and dynamic as a school classroom.

While trying to balance the relevance of research to practice and the need for increasing rigor, researchers working in the area of education in the United States, and presumably elsewhere, are confronted with pressures to use experimental methods, which is viewed as the gold standard.  Holding educational research to higher standards is a very worthy objective.  However, this push comes with a price and often unintended consequences.  Randomized field trials are costly, often seen as imposing unrealistic demands on participating educational institutions (e.g., the ethics and practicalities of the randomization process and the prevention from cross-contamination), and sometimes require a long duration in order to obtain valid and stable results.  

In addition, methods seemingly now drive the research questions, rather than the questions driving or even aligning with the methods in the quest to definitively determine what works.  In effect, methodology is the proverbial “tail wagging the dog.” Shavelson, Phillips, Towne, and Feuer (2003) soften the issue in stating that they “support the use of such designs, not as a blanket template for all rigorous work, but only when they are appropriate to the research questions” (p. 25).  One of the first things a graduate student in the field learns is that there must be alignment between research questions and methodology.  To that point, the American Educational Research Association (2003) passed a resolution espousing the multiple components of sound research, the consideration of different methodologies, and that research questions should guide methods.  

Much has been written recently on methodological fit and rigor in education (Coalition for Evidence-Based Policy, 2002; Cook, 2002; Jacob & White, 2002; Kelly, 2003; Mosteller & Boruch, 2002; U.S. Department of Education, 2003b).  As Berliner (2002) rightly notes, scientifically-based educational research is difficult and challenging due to the dynamic myriad of social interactions in school contexts.  These complex interactions naturally interpret a straight-forward cause and effect relationships and require sensitivity to contextual surrounds.  All too often “scientific” findings miss the complexities of context because the studies are too narrowly defined.  They answer different and important, but limited questions.

Lessons and Challenges from Informative Methodologies
Researchers continue to struggle to maintain a balance between the conduct of “rigorous” research and studies that can inform on issues of teaching, learning, and implementation of programs.  Barab (2004) eloquently describes some of the challenges that face research in the learning sciences:  “examining teaching and learning as isolated variables within laboratory or other artificial contexts of participation will necessarily lead to understandings and theories that are incomplete” (p.1).  He further recognizes that teaching and learning are situated within contexts, and that resulting cognitive activity is “inextricably bound” by those contexts.  Thus, if researchers were to follow the strict medical model of conducting experiments in artificial environments, it would be difficult and perhaps invalid to generalize the ensuing results and interpretations to real-world settings.  

Some of the foremost scholars in educational research have commented about the need to account for contextual variables.  Shulman (1970) maintains that although precision and rigor are gained in laboratory settings, such research sacrifices classroom relevance.  Five years later Cronbach (1975) argues that it is impossible to account for all relevant variables in tightly controlled studies.  He further argues that findings from such studies would “decay” over time because the contexts in which the studies were conducted were constantly in flux.  In an earlier article on course evaluation, Cronbach (1963) asserts that the power of evaluation is not found in formal comparisons between treatment and control groups because differences tend to get lost amid the plethora of results.  He, instead, recommends small, well-controlled studies that have explanatory value.  Brown (1992) notes that it is impossible to eliminate all possible hypotheses in educational research.  She argues for the accommodation of variables, not their control, thereby maintaining and acknowledging the natural constraints of real educational settings.

Thus, researchers working in the field of the learning sciences and other areas of education have turned to a methodology known as design experiments, as a means by which to recognize, examine, and use the complexities of the real-world in their research designs (Brown, 1992).  Design experiments, according to Barab (2004) use “iterative, systematic variation of context over time.”  The methodology enables the researcher to understand how the systematic changes affect practice.  Design experiments overlap with other methodologies such as ethnography and formative evaluation.  They do, however, differ in some fundamental ways.  In the learning sciences, design researchers focus on the development of models of cognition and learning, not just program improvement (Barab & Squire, 2004).   A further distinction between design research and evaluation is posited by the Design-Based Research Collective (2003):

We do not claim that there is a single design-based research method, but the overarching, explicit concern in design-based research for using methods that link processes of enactment to outcomes has power to generate knowledge that directly applies to educational practice.  The value of attending to context is not simply that it produces a better understanding of an intervention, but also that it can lead to improved theoretical accounts of teaching and learning.  In this case, design-based research differs from evaluation research in the ways context and interventions are problematized.  (p. 7)
These authors further distinguish that design research defines educational innovation as resulting from the interaction between the intervention and the context.  Many researchers and evaluators would disagree with their position.  Context does matter in research and evaluation.  

As Collins (1999) notes, design experiments are conducted in messy, non-laboratory settings, where there are many dependent measures and social interaction.  These variables are viewed as characterizing the situation rather than something to be controlled, as in an experiment.  Design is characterized as flexible.  Hypotheses are not tested.  Instead, profiles are generated.  Design experiments create collaborative roles for participants, rather than serving solely as a research subject.  

A foundational principle that underlies the design experiment methodology is that context matters.  It is important to understand the local dynamics of the phenomenon of interest.  It also is essential to take into consideration refinement as well as viewing the phenomenon from multiple perspectives and at different levels.  Collins, Joseph, and Bielaczyc (2004) specify three types of variables – climate, learning, and systemic – all key to understanding within design research.  Thus, the focus of investigation is a constantly changing phenomenon, placed within the context of local dynamics, thereby creating a moving target.  Consequently while laboratory-based research sacrifices much essential understanding about a phenomenon when examining isolated variables, design research sacrifices its ability to provide reliable replications due to the constructivization (Barab & Squire, 2004).  As Collins and colleagues (2004) note, an effective design in one setting will not necessarily be effective in other settings.   Shavleson and colleagues (2003) further question the validity and replicability of claims based on primarily anecdotal evidence as well as the plethora of confounding variables.

Similar to design experiments, Newman (1990) uses a methodology called formative experiment to explore the impact of the environment, not just the technology.  Formative experiments examine the process by which a goal is attained, rather than controlling treatments and observing outcomes.  An essential component to the formative experiment is that the environment is the unit of analysis, not the technology.  It examines process.  The approach takes into consideration the context of the classroom, the school, or however the organizational structure is defined.  It also promotes the use of a longitudinal perspective to enable the observation of process over time.  As Newman notes:

The logic of a formative experiment is which the experimenter analyzes the support required to reach an initial goal must allow for the goals to change as the environment appropriates the technology.  The technology is treated not as the cause of change but as something that can be used, by the school as well as the researcher, to support changes. (p. 12)
In more recent work, Newman and Cole (2004) consider the ecological validity of laboratory studies and their translations into real-world settings.  They conclude that experimental controls have the potential to “lead researchers and decision-makers to the wrong conclusion.”  They purport that there is a gap between laboratory research and actual practice, even in the wake of the push to use scientifically sound research to inform practice.  “When complex educational programs are implemented on a scale large enough to show an effect, the effort of maintaining tight control over the implementation has the danger of introducing ecological invalidity” (Newman & Cole, 2004, p. 265).

Discussions about validity have become much in vogue lately in the United States with the mandate for scientific rigor (Shadish, Cook, & Campbell, 2004).  Three types of validity are relevant:  internal, external, and construct.   Brass and colleagues (2006) note the differing importance of the types of validity:

Each type of validity is considered important to the overall quality of an RCT.  High internal validity helps to ensure that estimated impacts were due to the intervention being studied and not to other factors such as contamination of the experiment (e.g., improper treatment delivery or incomplete or improper environmental controls, when the treatment and control groups experience different events aside from the treatment).  High external validity helps to ensure that an intervention could achieve similar results for other subjects, at another time, or in a different setting.  High construct validity helps to increase confidence that (1) the outcome of interest actually measures what it is being represented as measuring and (2) the program actually caused an impact in the way that was theorized or intended.  (p. 11)
Realistically, there are tradeoffs to be had and attaining high internal, external, and construct validity at the same time is rare.

The recent trend is to emphasize internal validity, perhaps at the expense of external validity.  Shadish and colleagues maintain that internal validity is essential in order to determine if an intervention works.  It follows then that it is less critical to know the circumstances under which a treatment works and the extent to which it can be generalized to other situations.  Thus, decisions based on the findings of a randomized controlled field trial may indeed be valid for the particular circumstances, but provide questionable results when trying to generalize from the specific case.  

There is much debate about the appropriateness of this perspective (Jacob & White, 2002; Kelly, 2003).  Vrasidas (2001) differentiates between quantitative and qualitative research and how validity is manifested within each.  In quantitative research, there is an assumption that there is only one truth and research can get to it through scientific methodology.  Qualitative research, in contrast, is more interested in understanding rather than knowing, and the validation of a claim.  What is important here is the validation of inferences (Cronbach, 1971).

Studies that focus on internal validity are concerned with what works in limited situations as if a static picture was taken of the phenomenon.  Results from such static studies will be unable to capture the dynamic nature of schools as learning organizations (Mandinach & Cline, 1994;  Zhao, Byers, Pugh, & Sheldon, 2001).   As Bennett, McMillan Culp, Honey, Tally, and Spielvogel (2001) note, an essential design element to the implementation and examination of interventions such as educational technology is the recognition of systemic integration with emphases on process orientation and catalysts for change over time.  Mandinach, Honey, and Light (2005) and Mandinach, Rivas, Light, Heinze, and Honey (2006) have noted the importance of examining the systemic nature of the contexts in which interventions are occurring, while Cohen, Raudenbush, and Ball (2003) describe the need to account for educational resources or the surrounds that impact implementation of programs, curricula, or interventions.

It is quite clear that using traditionally relied upon outcome measures will not be sufficiently sensitive or necessarily appropriate to capture the kinds of impact in which we are interested (Cline & Mandinach, 2000; Mandinach & Cline, 1994, 2000; Russell, 2001).  Multiple measures, triangulating among different types of measures are necessary to capture the complexities of any sort of intervention. Kozma (2003b) triangulates among multiple methods, mixing qualitative with quantitative perspectives as a good example of ground breaking methodology in examining the impact of educational technology.  Despite the current emphasis on the use of established and validated, standardized achievement tests as the gold standard by which to measure impact of any sort of intervention, it is also clear that they do not necessarily provide valid indicators of even classroom work (Popham, 2003, 2005) and that new types of measures are needed.  The expectation is that an intervention with proper controls will increase achievement as evidenced by test scores.  Although this may be the expectation for many stakeholders, the causal chain to test scores as outcome measures from the implementation of an intervention is fraught with many intervening and uncontrolled variables.  The emerging research methods must therefore also take into consideration the intended and unintended consequences of implementation as well as the context, surrounds, and resources.

Another issue to be raised is if experimental designs are focused on obtaining an answer to the “does this intervention work” question, one must posit a further question about the generalizability of the findings. Although experimental design does provide the most rigorous scientific test, it often is not the most aligned method for some research questions. Randomized field trials focus on maintaining the internal validity of a study or intervention (i.e., controlling for extraneous and confounding factors in the particular situations), often times at the expense of external validity.  Such a design can address the issue of whether the particular intervention “works” in the particular context and circumstances.  A randomized field trial often yields limited information about an intervention’s generalizability, why it works, and under what circumstances.  According to Whitehurst (2003a), researchers must reach out to practitioners and help them to understand if an intervention works so that they can make informed decisions about what curricula or programs to implement.  If a randomized controlled field trial does not provide information on the external validity or generalizability of its findings, how can such research be useful to and relevant for the community of practitioners for which the research is intended to serve and inform?

Opportunities for Researchers and Practitioners

Thus far we have considered many of the theoretical and methodological challenges.  To be fair, there are also opportunities that result from the conduct of randomized controlled studies.  For most of the challenges, there are opportunities and benefits for both researchers and practitioners.

Shadish and colleagues (2002) define an experiment as:  “a test under controlled conditions that is made to demonstrate a known truth, examine the validity of a hypothesis, or determine the efficacy of something previously untried” (p. 1).  A treatment or intervention is varied under controlled conditions to subject who have been randomly assigned to groups to ensure the roughly equal distribution of difference among individuals.  Thus, a major advantage to using a randomized field trial is the experimental control that is gained that enables the elimination of confounding or extraneous factors, and thereby alternative explanations for one’s findings.  Because of the randomization of subject and the elimination of confounding factors, experimentation provides the most rigorous possible design that can directly address the research hypotheses.  Causes, effects, and causal relationships can be operationalized.  Causality can be inferred.  The outcomes can be causally linked directly to specific interventions.  The researcher thereby can determine is a treatment or intervention works within the specific conditions of the particular study.

The measurement of fidelity implementation has become a major part of randomized controlled field trials (Ertle & Ginsburg, 2006; Mowbray, Holter, Teague, & Bybee, 2003).  Fidelity can also been seen in terms of programmatic construct validity (Brass et al., 2006).  The establishment of fidelity is a benefit of rigorous design for both researchers and practitioners.  In terms of a randomized field trial, fidelity becomes a moderating variable that helps the researcher to determine how the extent to which an intervention is implemented influences outcomes.  It provides invaluable information about the circumstances and conditions that influence how effectively and validly an intervention can be implemented.  Such information helps the researcher to understand the surround of the intervention, but more importantly provides the practitioner with information about what it takes to make an intervention work and what issues may impede effective implementation.

For the practitioner, an experiment can provide an unequivocal answer to the “does it work” question.  Practitioners need to understand what curricula, instructional methods, or intervention work.  The term, “work”, most often is translated as improving learning, as evidenced by increases in performance on summative measures such as standardized achievement tests.  This is essential for educational administrators, given the accountability culture in which they must function.  Especially with limited resources and monies, they need to be able to make informed decisions about which curricula to purchase and implement.  Therefore they must understand the ramifications of selecting a particular curriculum package, whether it works, and what might be the resulting outcomes from its implementation.  Thus the use of such rigorous designs will enable researchers to become, in Whitehurst’s (2003a) terminology, more customer oriented, thereby providing practitioners with research findings and unable knowledge that are readily implementable in school settings.

There is, however, a limit on how much and the type of information the “does it work” question provides to a practitioner.  Additional questions need to be posed concurrently.  Perhaps a more appropriate and broadly construed sequence of questions might be:  Does it work?;  How?;  Why?; and Under what circumstances?  These questions would address the need to know not only if an intervention works, but how it works, and what are the conditions that either facilitate or impede it success.  These may well be the key answers that practitioners need to make informed decisions about what programs or curricula to adopt or not to adopt, given their specific needs and circumstances.

Evaluating the “Big Math for Little Kids” Curriculum: An Experimental Design


This project is a three-year study that examines the Big Math for Little Kids (BMLK) curriculum (Ginsburg, Greenes, & Balfanz, 2003), in comparison to an existing curriculum to measure its impact on student learning.  To determine whether the BMLK curriculum “works,” the evaluation is structured as a randomized control field trial. Our central hypothesis is that in pre-K and kindergarten, BMLK will promote more extensive mathematics learning than exposure to a control group curriculum.  
The project is organized as a collaboration between the Center for Children and Technology (CCT), a center within the Education Development Center (EDC), and Professor Herbert Ginsburg of Teachers College (TC).  Other advisors and collaborators include: Carol Greenes of Boston University and Robert Balfanz of Johns Hopkins University, who are advising on the curriculum; Douglas McIver of Johns Hopkins, the statistical consultant; Maria Cordero ACS; and Pearson Education, the curriculum publisher.

Hypotheses. The project’s two main hypotheses are: (a) students in pre-K and kindergarten who are exposed to BMLK will show evidence of more extensive math learning than those in the control group; and (b) performance will be positively related to the fidelity and intensity of curriculum implementation. In addition, we expect BMLK’s literacy emphasis to improve children’s basic language skills.
Sampling. In cooperation with ACS, 16 childcare centers were recruited for participation during the study’s first year. Eight centers were included in each group, experimental and control, through a blocked randomized sampling procedure. First, researchers contacted ACS center directors during the first year of the investigation to determine interest. Next, inclusion criteria were used to eliminate centers that did not meet that criterion, leaving 31 centers. 

Strict criteria were outlined to determine participation eligibility.  Criteria included the following:  (a) each center must have at least two preK classes and one kindergarten class; (b) each class must have at least 20 students to ensure sufficient number of students, as determined by our power analysis; (c) students must remain in the center kindergarten, rather than enter the New York City Public School system; (d) control centers must use Creative Curriculum (Dodge, Colker, & Heroman, 2002); and (e) each center must display a willingness to participate in the project for the two-year duration, allow CCT and TC project staff to collect the needed data, and agree to require their preK and kindergarten teachers to participate in training if selected for the treatment group. Finally, 8 centers were randomly selected for each group, for a total of 16 centers, using a blocked randomized sampling procedure, blocking on New York City boroughs to balance demographics, such as student ethnicity (i.e., some boroughs are composed of high population of Hispanic/Latino students, while others contain more African-American students).

Teacher and Center Incentives. To attract the participation of teachers and centers, money was allocated for payment to both teachers and centers. Centers were offered $300 for each year of participation, to be provided at the end of post-testing.

Treatment teachers were offered a possible total of $1,500 in stipends: $500 for the summer workshop, $500 for the other workshops, and $500 for working with us on the research part of the project. They also received the BMLK curriculum materials at no charge. In exchange, teachers were required to participate for the entire year, attend the Summer Institute and monthly workshops, help obtain parental consent, provide demographic information about themselves, and allow project staff into the classroom for observations, interviews, and student testing. 

Control teachers were offered a possible total of $500 in stipends for participating in the study. In exchange, they were required to participate for the entire year, help obtain parental consent, provide demographic information about themselves, and allow project staff into the classroom for observations, interviews, and student testing. In addition, control teachers were promised free training and BMLK curriculum materials at the conclusion of the study.

Outcome Measures. Our primary outcome measure is the mathematics portion of the Early Childhood Longitudinal Study (ECLS; Rock & Pollock, 2002; U. S. Department of Education, 2003a).  ECLS is normed using a nationally representative stratified random sample of children and has the distinct advantage of enabling us to make comparisons to key sub-group norms. For example, we can examine the extent to which BMLK closes the achievement gap between poor and non-poor and minority and non-minority children in the United States.  Administration of the ECLS is standardized and testers input results directly into a laptop computer, decreasing the likelihood of data entry errors.
Implementation Fidelity. In addition to examining outcome measures, a major aspect of this research is the measurement of implementation fidelity.  Fidelity measures were created to measure the extent to which treatment teachers adhered to the essential elements of the curriculum. The measures were generated by first identifying and operationalizing each curriculum’s key constructs, assuming the question – what would we expect to see if the curriculum was implemented properly, and refining the items through an iterative process and field testing.  Ginsburg and Ertle (2006) provide an in-depth description of the development and use of fidelity instruments. 

Data Collection and Analysis. After obtaining consent from treatment and control teachers, students within their class were invited to participate in the study. The project obtained an extremely high return rate of parental consent forms, 100 percent in half the centers. After obtaining parental consent, one of 17 testers visited the classrooms and pre-tested students on an individual basis. Each tester was trained to administer the ECLS and operate the Blaise data entry program in early October 2005. Post-testing for pre-K students is scheduled for May and June 2006. Raw data will be sent to Educational Testing Service (ETS) for scoring after all pre-K testing has concluded.

Fidelity and quality measures were collected throughout the year within each classroom by project research staff. In addition, student demographic data were obtained through the ACS database and teacher demographic data were collected using a questionnaire. Analyses will be conducting using hierarchical linear modeling (HLM) at the conclusion of the second and third academic year (summer 2006 and 2007).
Implementation of Randomized Controlled Trials: Practicalities and Realities


As the research unfolded, there were numerous examples of the experimental gold standard bending under the pressures of real classrooms and schools. These issues often presented viable threats to the study’s internal, external, and statistical validity (see Shadish et al., 2002). In each case, the researchers strived to maintain control in practical ways while respecting the realities of educators and educational institutions. Yet, for all the challenges, there are also numerous examples of flourishing prospects within school-based research endeavors.

Collaboration with ACS.  The research would not have been possible without a strong collaboration with ACS, a collaboration that provides opportunities for researchers, ACS staff, teachers, and students alike. Support was garnered from many high level officials within the organization; support that was crucial in recruiting center directors, teachers, and students. In addition to the strong partnership, this research project has the potential to aid ACS in garnering additional monies from the state legislature to improve pre-school mathematics instruction.
Student Recruitment and Testing. Almost all parents consented and allowed their children to participate in our research. Because of the high proportion of ELL students, it was critical to have all informed consent materials translated into Spanish to insure that parents and guardians understood the intent of and requirement in the study.  In many cases consent was obtained from 100 percent of the children within a classroom! Teachers were instrumental in gaining this consent. On the other hand, completed consent forms were sometimes difficult to physically obtain from teachers and testers, as they are dispersed throughout the city.

Yet, it was often challenging to test the children even when consent was obtained, especially if the children were frequently absent or testers were not available at the same time. Much time was spent tracking down frequently absent children and, again, teachers and school staff support was critical. Many teachers helped by telling us what days the children actually attended school. In rare cases, the school helped our testers test these children by directly asking the parents to bring the child to school on a particular day. 

In addition to frequent absences from school, these centers have a turnover rate for children, particularly in the autumn as parents tend to move children from program to program during the enrollment period. Other problems also were encountered. For example, it was discovered that one center periodically shifts students into other non-BMLK classrooms at their next birthday; thus, these center policies conflicted with our experimental design. As we move into our third year, it is vital that center directors and teachers understand the importance of keeping the participating children in the same kindergarten classroom.
Teacher Cooperation. As we moved into the experimentation phase of the study, we immediately encountered a major problem that posed a genuine threat to the feasibility of our experimental design. One teacher at a control center did not want anything to do with the study, would not sign the consent form, and stated that she “already had enough to do.” The director had originally agreed to be part of the study and the second teacher was eager to participate, but apparently this teacher either did not originally know about the study or changed her mind. Luckily, this center was quickly replaced with an equivalent center, but the pool from which to draw replacements from had dwindled after two other control centers had to be replaced. Teachers at non-selected centers were permitted to attend our summer institute, eliminating those teachers from subsequent inclusion in the control group. 
Maintaining the cooperation of teachers remains an important factor in the study and problems have been encountered. Some teachers have questioned the authority of the graduate students leading the monthly training workshops. In addition, many teachers did not want to be videotaped and, as a result, reliability needed to be established by pairs of observers sent to each classroom at regular intervals. This solution is time consuming and costly, causing the number of observations to be reduced as a result.

Originally, the control preK teachers were scheduled for training after the end of year 3 (summer 2007), but we decided that we had to offer training to the control preK teachers during year 3 and risk contamination with the kindergarten teachers, who will still be serving as the control group, or risk losing the participation of the control teachers and centers altogether.
Teacher and Center Incentives.  Originally, payment of incentives for each center was scheduled for the end of post-testing; however, in order to maintain the cooperation and goodwill of the centers, we decided to release stipends midyear.  Teacher payment was arranged so that treatment teachers would get paid for their participation in the Summer Institute and twice throughout the academic year, specifically at the completion of pre- and post-testing. Two teachers attended and received payment for the summer institute, but were replaced prior to the pre-testing. As attendance was the original criteria for this payment, the new teachers did not qualify for that stipend and complained about it. In order to reward these two teachers for attending a make-up session, which was substantially shorter than the Institute, we provided a prorated stipend. In the future, we need to determine how to prevent misunderstandings about payment, while remaining open to unforeseen circumstances.

A second issue in teacher payment arose because teacher payment was arranged for the head teacher only. In reality, each preschool classroom typically includes one or two aides, who help with activities and are vital in the classroom. Upon learning that the head teachers were being paid, in addition to receiving training and materials for free, some aides became upset and refused to help with BMLK activities in their classrooms.
BMLK Curriculum Materials. Obtaining the curriculum materials for each treatment teacher proved challenging. The publisher, Pearson Learning Group, sent the wrong curriculum materials several times and billed incorrectly. For example, the treatment teachers received materials for the wrong grade level. BMLK staff opted to personally deliver some curriculum materials, a challenging and time consuming task in New York City. 
Fidelity and Other Instrumentation. Several challenges arouse in the course of collecting fidelity information. First, communication with ACS teachers is challenging, as they have no email and phone contact is difficult. Scheduling visits was often done circuitously through the center directors or office staff, rather than the teachers themselves. In some cases, observers arrived at a center only to discover that the teacher was not even present, either because they did not know that observers were coming or did not understand that we needed to observe the head teacher. In a few cases, treatment teachers misunderstood which activity they were asked to do while the observers were there.

Teachers were sometimes inaccessible for other reasons. One issue resulted from the structure of ACS itself. Teachers in ACS centers are permitted to go on vacation for long periods of time, as the centers operate year round rather on a typical academic schedule. This makes it difficult to observe that teacher at a particular point in the curriculum. A second issue was completely beyond the control of ACS or BMLK staff. A teacher was called up for military service and was unavailable for a period of time, although this occurred in a control classroom and did not affect the course of the study as greatly as it would have if the teacher had been part of the control group. He has since returned to the classroom.
The time-consuming nature of visiting each center and each teacher also deeply affected the study’s implementation. The number of fidelity observations was reduced as we did not have enough staff and time to do additional observations with 32 teachers on the original schedule. This was particularly true when two observers were needed for each observation.

Finally, developing and refining the fidelity measure for the control group was a challenge, as the curriculum was nebulous. Although we were told that Creative Curriculum was used in each control center, we discovered that many control centers were using High-Scope (Epstein, 2003) or no curriculum at all. In addition, many of the treatment teachers continued to use Creative Curriculum in conjunction with the BMLK curriculum. The two curricula can compliment one another and are by no means mutually exclusive, however, it became clear that differentiating the treatment and control groups on these two curricula was not entirely accurate. As a result, we sought to develop a quality measure of teaching, based on National Association for the Education of Young Children (NAEYC) and the National Council for Teachers of Mathematics (NCTM) standards (NAEYC & NCTM, 2002), which could be used to compare the quality of education in both groups.
Testing Issues. Several obstacles arose with our use of the ECLS. First, although this measure was created by the National Center for Education Statistics (NCES) a federal entity within the U.S. Department of Education,  researchers must gain permission to use the ECLS from the  of other mathematics tests from which questions were drawn. Some publishers readily gave permission, while others made the approval process extremely difficult to navigate and overly time consuming.  Once the permissions from the publishers were obtained, then NCES granted their approval, and access to their contractor from whom the ECLS item code could be obtained.  The process of gaining permissions took four months.

Another challenge to using the ECLS related to time and money. Since the testing is done on an individual basis, great expense is accrued through the payment of testers and materials, such as laptop computers, the software/license for Blaise, and the hidden costs of scoring. Blaise software provides the shell of the test, but expertise is needed to write the program code and manipulate the data. In addition, the Blaise license must be renewed each year, adding additional expense to the project.

Scoring the data was an unanticipated cost of using the ECLS. After conducting the pre-testing, learned from RTI that the data must be scored by ETS, an expense not included in the original budget, requiring us to request supplemental funds from the granting agency.
Implications for Research and Practice

Just as researchers seek to understand what educational interventions “work” and the circumstances that facilitate success, researchers must also consider what methodologies “work” and the circumstances that facilitate or impede successful research endeavors. In this paper, we have described and explored a number of these circumstances, which have implications both for this study and other researchers using an experimental design in educational settings. There are many conditions that threaten the reliability and validity of experimental research, yet numerous reasons for optimism are present.

The first implication of this study is that strong collaborations between research staff and school organizations, such as ACS, are critical. It is truly a win-win situation, as the researchers gain access and support to control aspects of the classrooms and collect information, while the study’s results provide educational institutions like ACS with answers and the leverage needed to obtain much needed funding and garner support from outside the educational community. This strong collaboration has sparked additional research opportunities for future study; in a sense these collaborations create a type of “research capacity” within the school setting.

The second implication is that conducting this type of research requires persistence on the part of the researchers in order to succeed. Persistence in planning, communicating, and implementing research tasks make a huge difference. For example, researchers often take for granted the immediate communication made possible by email.  This is not the case, however, in many school settings.  In fact, communication with participating teachers is difficult at best, and has huge ramifications for the conduct of a study.  To try to circumvent the communication problems at a time when email was only coming to the fore, Mandinach and Cline (1994) even provided email accounts for participating schools in an attempt to increase communication with project participants.   addition, persistent access to resources for both researchers and practitioners is needed. Researchers need adequate funding to recruit and train participants, collect and interpret data, and disseminate the results in a way that actually impacts teaching and learning.

A third implication centers around the different mindsets or perspectives of researchers and practitioners.  A study such as the one we have described tends to be the primary focus of the researchers.  It is their work, their goal, and even their passion.  For practitioners, however, despite the obvious or not so obvious benefits, they often see a research study and its accompanying requirements as added work that is not the highest priority.  In fact, it may actually present competing priorities.  Requests for observations, interviews, or testing are often seen as intrusions rather than opportunities to learn or activities that can benefit their work.  Thus it is critical to establish a level of shared vision, beyond building rapport.  If the practitioners are simply told to cooperate, there will be limited buy-in which is essential to the success of a project.  All it takes is few teachers, particularly from the treatment group, to withdraw from a project at the wrong time for a design’s integrity to be compromised.  The best design and the expenditures of scare resources will then be put at risk.

The fourth implication relates to the process and substance of the research design. Randomized controlled field trials may not easily generalize to other educational settings without concurrent information about other contextual variables. For example, fidelity captures elements of the curriculum that actually exist in the field. This information indicates not only “what works”, but also why it works and what conditions promote success. These elements are important to practitioners as well, who need know both what works and the necessary ingredients to make it work in their school and classrooms. The later information is particularly relevant because it specifies things such as the degree of training teachers require and the resources that schools must invest in. In addition, particular teacher characteristics that successful teachers exemplify tell the teacher what to focus on and tell school administrators the things they should activity cultivate and support in their teachers. Bridging the link between research results and information usable to schools is critical.

Experimental designs and randomized controlled field trials remain an important method for determining what “works” in education, but they provide only a particular type of knowledge. In order to answer many other questions, researchers need to include other methods.  Ultimately, experimental designs are a crucial piece of the puzzle, but they are only a piece.
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